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I. Introduction 
Measuring polarization-mode dispersion 
(PMD) can be confusing. Many different 
techniques for PMD measurement are 
available, and often many user-selectable 
parameters are associated with the meas-
urement. This presentation will describe the 
various measurement methods and discuss 
the “best practices” for measurements with 
each method.  
 
II. What Does it Take to Describe PMD? 
The PMD of a device is completely de-
scribed when the Differential Group Delay 
(DGD) and the Principal States of Polariza-
tion (PSP) are characterized as functions of 
wavelength. Often, the terms PMD and 
DGD are used interchangeably, but here we 
will use the term PMD to describe the phe-
nomenon and DGD to describe its magni-
tude. Both the DGD and the PSP are con-
tained in the 3-dimensional polarization 
dispersion vector Ω(λ). The DGD is given 
by the magnitude ∆τ = |Ω|, and the PSP are 
given by the direction of Ω. For many ap-
plications, only ∆τ(λ) is needed, and often 
even the wavelength dependence is not 
measured, in which case PMD is reported 
as the wavelength-averaged DGD 〈∆τ〉λ  or 
the root-mean-square (RMS) value 〈∆τ2〉λ

1/2. 
 
In order to describe the various measure-
ment techniques, we will discuss the two 
general cases of PMD−devices with and 
without polarization-mode coupling. A 
“non-mode-coupled” device is a simple 
birefringent element such as a single bire-
fringent crystal. In this case, the polariza-
tion eigenaxes of the device coincide with 
the PSP and are independent of wavelength, 
and ∆τ is only weakly dependent on wave-
length. For example, in quartz, ∆τ changes 
by less than 3 % over the 1300-1800 nm 
wavelength range (Figure 1) [1]. In “mode-

coupled” devices, the eigenaxes do not nec-
essarily coincide with the PSPs. The PSPs 
are independent of wavelength only to first 
order, and ∆τ can be strongly dependent on 
wavelength (Figure 2). 

Exactly what must be measured in order to 
characterize the PMD of a device depends 
on the degree of mode coupling of the de-
vice and on what the measurement will be 
used for. Often, for non-mode-coupled de-
vices, the mean DGD is well-approximated 
by the DGD at a particular wavelength 
〈∆τ〉 ≈ ∆τ(λ), and so the DGD needn’t be 
resolved as a function of wavelength. On 
the other hand, for mode-coupled devices, 
such as long lengths of fiber, 〈∆τ〉 and 
∆τ(λ) can be very different. However, if 
only the average behavior of the device is 
of concern, then the mean (or RMS) DGD 
may suffice. 

In highly mode-coupled fibers, ∆τ exhibits 
a large variance as the wavelength, tem-
perature, stress, fiber position, or other en-
vironmental parameters change. So, in or-
der to accurately report the mean DGD of a 
mode-coupled device, it is necessary to also 
report the uncertainty due to this variance 
of ∆τ. Gisin et al. have demonstrated that 
four major PMD measurement techniques 
are subject to the same level of uncertainty 
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Figure 1. Normalized DGD spectrum for quartz. 

Figure 2. Sample DGD spectrum of a mode-
coupled device. 
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due to this statistical variation of the DGD 
in mode-coupled devices [2]. And, it is usu-
ally assumed that the variance applies to all 
techniques. If a fiber of mean DGD 〈∆τ〉 is 
measured over a bandwidth of ∆ωspan, then 
the standard deviation σ, normalized to 
〈∆τ〉, is given by [2] 

 .1
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For highly mode-coupled devices, σ/〈∆τ〉 
decreases when larger values of DGD are 
measured or the average is made over a 
wider spectral bandwidth (or equivalently 
over more statistically independent sam-
ples). 
 
The various measurement techniques can be 
classified as either time-domain or fre-
quency-domain techniques. The clearest 
separation between the two is seen in the 
relationship between the coherence time Tc 
of the measurement light and ∆τ (the DGD 
being measured). A technique is considered 
to be in the time domain if Tc<∆τ, and in 
the frequency domain if Tc>∆τ. The de-
scriptions of the different techniques will, 
of course, be abbreviated, but helpful de-
tails can be found in Reference [3]. 

 
III. Time-Domain Measurements 
Time of flight: The time-of-flight measure-
ment is the most intuitive, so we will con-
sider it first. Figure 3 illustrates a narrow 
pulses of light transmitted through a non-
mode-coupled device of DGD ∆τ=τf - τs. 
The propagation delay through the device 
will be either be τf (if the input pulse is po-

larized along the fast PSP), τs (if it is polar-
ized along the slow PSP), or if the polariza-
tion state of the pulse is between the fast 
and slow PSP, the pulse will be broken into 
two pulses with delays τf and τs, with rela-
tive intensities weighted according to the 
orientation of the input polarization state 
with respect to the fast and slow PSP. So, in 
this intuitive measurement technique, short 
optical pulses are launched into a test de-
vice and detected at the output. A fast oscil-
loscope plots the arrival time of the pulses 
as the input polarization state is changed. 
For launch polarizations between the two 
PSP, two received pulses are seen separated 
in time by the mean DGD (averaged over 
the spectral bandwidth of the pulses). This 
technique is well known [4-6], but is often 
impractical since the pulse width limits the 
temporal resolution (requiring narrow pulse 
widths on the order of the desired DGD 
resolution). 

Low-Coherence Interferometry: A closely 
related but more practical approach to time-
domain measurement is through low-
coherence interferometry (Figure 4). A 
spectrally broad (low-coherence) source 
sends light through the test device and into 
an interferometer. As the moveable arm of 
the interferometer is translated, interference 
fringes are seen at the detector only if the 
time-delay difference between the two arms 
matches a delay generated in the test device 
to within the coherence time of the source. 
Ignoring possible coherence effects, this 
condition can be written simplistically as  
 ,)()( 2,arm1,arm Cji T<−−− ττττ  ( 2 ) 

where τarm,1 and τarm,2 are the time delays 
associated with propagation along each arm 

Figure 3. Diagram of input pulses launched si-
multaneously down the fast and slow PSP of a 
device. Output pulses emerge at different times 
corresponding to the difference in group delay. 

Figure 4. Schematic diagram of low-coherence
interferometer: M1 is the movable mirror. 
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of the interferometer, τi and τj are two pos-
sible propagation times experienced by 
light traveling along the ith and jth polariza-
tion paths through the device. Tc is the co-
herence time of the source (e.g. for a Gaus-
sian source of spectral width ∆λ and center 
wavelength λ, TC=0.664·λ2/c∆λ, c is the 
speed of light) [7]. Equation (2) gives an 
intuitive picture of the interferogram shape. 
For the non-mode-coupled case, there are 
only two nondegenerate paths through the 
device–light traveling along the fast axis or 
along the slow axis. So, the only possible 
values of the difference τi – τj are 0 or 
±〈∆τ〉λ, where 〈∆τ〉λ is the result of an aver-
age of the DGD over the spectrum of the 
source, weighted by the intensity of the 
source at each wavelength. 

Plotting the envelope of interference fringes 
as the moveable arm of the interferometer is 
scanned gives a delay histogram similar to 
Figure 5 for a non-mode-coupled device. 
The central peak of the delay histogram is 
the autocorrelation of the source, which 
does not give any information about the 
strength of the PMD (τi - τj = 0). The two 
side lobes are separated from the autocorre-
lation peak by an amount 〈∆τ〉λ. So, for 
non-mode-coupled devices, measuring the 
separation of the side lobes gives 2〈∆τ〉λ. 
 
The width of the peak at 0 is equal to the 
coherence time of the source and provides 
the temporal resolution limit. In other 
words, if the PMD is too low, the side-lobe 
separation will be less than the coherence 
time of the source, causing the side lobes to 
add coherently with the central peak, mak-
ing it impossible to identify their position. 
This illustrates the tradeoff between band-
width and DGD resolution; a broader 

source gives a better DGD resolution, but at 
the expense of the spectral resolution of the 
DGD. 
 
The finite width of the peaks at ±〈∆τ〉λ 
comes from two separate causes. First, the 
coherence time of the source broadens the 
peak. Second, the value of ∆τ is not con-
stant over the source spectrum, so there is 
some broadening of the peak due to varia-
tion of DGD with wavelength.  

Low-coherence interferometry can be used 
to measure mode-coupled devices as well. 
In this case, τi and τj can take on 2N+1 dif-
ferent values (where N is the number of 
mode-coupling sites in the artifact). This 
yields a delay histogram with 2N+2-1 peaks. 
However, the separation of adjacent peaks 
can easily be less than the coherence time 
of the source and so the peaks are not nec-
essarily distinguishable. The resulting inter-
ferogram envelope comes from the coherent 
addition of the various delays. Figure 6 
gives an example delay histogram for a 
highly mode-coupled device. In highly 
mode-coupled devices, it is customary to 
characterize the root-mean-square (RMS) 
value of the DGD over the wavelength 
range of the measurement. The “second 
moment” 
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of this Gaussian-shaped delay histogram 
will generally† yield the RMS DGD value 

                                                 
† Equation (4) assumes a large DGD-source-
bandwidth product. When the magnitude of this 
product is small, the relationship between σM 
and the RMS DGD is a function of the exact 
shape of the low coherence source, see [8]. 

Figure 6. Sample interferogram envelope for a 
mode-coupled device. 

Figure 5. Sample interferogram envelope for a 
non-mode coupled device. 
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(I(t) is the amplitude of the delay histogram 
and t is the time component). The relation-
ship between the two is [8] 

 .
4
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The evaluation of Equation (3) should be 
performed with caution. There will be non-
ideal features of the delay histogram that 
make it deviate from a true Gaussian. The 
most significant features are the autocorre-
lation peak and the noise floor (dominant at 
high values of t). The integration limits for 
Equation (3) must be chosen carefully in 
order to exclude these unwanted features, 
but this must be done iteratively so as not to 
incur a bias in the opposite direction due to 
excluding real data. Examples of proce-
dures to correctly extract 〈∆τ2〉1/2 from a 
mode-coupled interferogram are provided 
in [9] and [10]. 
 
PMD measurements using low-coherence 
interferometry have several advantages 
over other techniques. The measurements 
can be done quickly–the time required is 
essentially the travel time of the interfer-
ometer mirror over the desired scan range 
(a few seconds). Unlike most of the fre-
quency-domain techniques, low-coherence 
interferometry does not require numerical 
comparison between data sampled at two 
different points in time. This makes inter-
ferometry less susceptible to dynamic 
changes in the measurement path (such as 
movement of the fiber leads). The biggest 
disadvantage of low-coherence interferome-
try is the need to use a spectrally broad 
source, which precludes measurements in a 
narrow passband. 
 
Another aspect of PMD measurements 
made using low-coherence interferometry is 
the effect of multipath interference (MPI). 
Multiple reflections within the measure-
ment path will cause delays in the signal 
transmission and show up on the delay his-
togram indistinguishable from delays due to 
PMD. While it may be useful to measure 
these MPI effects, the user should be aware 
that low-coherence interferometry is unable 
to distinguish between MPI and PMD. 
 

IV. Frequency-Domain Measurements. 
PMD measurements based in the frequency 
domain measure the same DGD as time-
domain measurements but from a different 
perspective. The most common approach to 
DGD measurement in the frequency do-
main involves a differential method where 
the difference in propagation delay between 
light traveling on the fast and slow PSP is 
measured by assessing its effect on the po-
larization state of light as it exits the test 
device. The polarization dispersion vector 
Ω is related to the change in output polari-
zation state S as [11] 

 ,SΩS
×=

ωd
d  ( 5 ) 

where ω is the optical frequency of the 
light. The physical meaning of this expres-
sion is that PMD in a device causes the out-
put polarization state to precess about the 
polarization dispersion vector (PSP) as the 
optical frequency is changed (Figure 7). 

From Equation (5), the precession rate will 
be equal to the DGD of the device: 

 ,τ
ω
θ

∆== Ω
d
d

 ( 6 ) 

where θ is defined in Figure 7 as the angle 
of rotation of the output state of polariza-
tion about the precession axis Ω. The DGD 
can be found by measuring ∆θ/∆ω (as an 
approximation to dθ/dω). The class of fre-
quency-domain techniques which measure 

Figure 7. Poincaré sphere representation of po-
larization dispersion vector Ω and output 
polarization state S at optical frequencies ω1 and 
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∆θ/∆ω will be referred to as “polarimetric 
techniques”. 
 
The distinction between the various po-
larimetric techniques is how they measure 
∆θ/∆ω. The techniques all begin with 
launching polarized light into the test de-
vice and measuring the output state as a 
function of optical frequency S(ω). The 
change in S with frequency yields ∆S/∆ω 
(not ∆θ/∆ω), and this is where the variation 
in approaches comes in.  
 
Three very similar techniques of polarimet-
ric measurement of DGD will be discussed 
here − Jones Matrix Eigenanalysis (JME) 
[12], Müller Matrix Method (MMM) [13], 
and Poincaré Sphere Analysis (PSA) [14, 
15]. All three offer robust means of assess-
ing ∆τ from the wavelength dependence of 
the output polarization state, and all three 
can be measured using the same experimen-
tal setup (Figure 8). These three techniques 
find both DGD and the PSP by measuring 
the wavelength-dependent rotation of the 
output polarization state. 

JME Technique: The JME technique gives 
a robust measurement of ∆θ/∆ω and Ω by 
turning the measurement into an eigenvalue 
problem [12]. At a given optical frequency 
ω1, three noncollinear input polarization 
states (such as linearly polarized with 0°, 
45°, and 90° orientations) are input to the 
device and the corresponding output polari-
zation states are measured. This allows the 
2×2 Jones transfer matrix T(ω1) to be calcu-
lated following Reference [16]. (T(ω1) is 
the matrix that describes the transformation 
of the input polarization state to the output 
polarization state at the optical frequency 
ω1, Sout(ω1)=T(ω1)Sin.) Then the same three 
states are launched at a slightly different 
optical frequency ω2 and T(ω2) is calcu-
lated. The product Γ(ϖ, ∆ω)=T(ω1)T  -1(ω2), 

where Γ, which depends on the average 
optical frequency ϖ=(ω1+ω2)/2, and on the 
frequency step size ∆ω=ω2-ω1, describes 
the evolution (precession) of the output po-
larization state about the PSP. That is, 
Sout(ω2)=Γ(ϖ,∆ω)Sout(ω1). The eigenvectors 
of Γ are the PSP, and the two eigenvalues 
are ρq=exp(iτg,q∆ω), where the index q de-
notes propagation along the fast or slow 
axis and τg,q is the associated group delay. 
The DGD is then  

 .
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Thus, JME allows the full Ω(ϖ) to be calcu-
lated, even for highly mode-coupled de-
vices. 
 
MMM technique: The Müller Matrix 
Method (MMM) [13] measures PMD in 
much the same way as the JME technique, 
but with a few simplifications. The MMM 
works entirely in Stokes space, with meas-
urements of the output polarization state S 
and the calculation of the 3×3 polarization 
transfer matrix R all performed in Stokes 
space. JME typically measures S in Stokes 
space and calculates the 2×2 transfer matrix 
in Jones space. Second, the MMM tech-
nique measures the polarization transfer 
matrix by using only two launched states 
(JME uses three). These two states can 
simply be two different linear polarizations 
(the angle between them is not important to 
the measured value, but will have an effect 
on the measurement noise). Finally, this 
two-state characterization of the transfer 
matrix assumes no polarization-dependent 
loss (PDL) is present; JME does not make 
this explicit assumption. 
 
Similarly to JME, the MMM technique 
measures the polarization transfer matrix R 
at two closely spaced optical frequencies, 
yielding R(ω1) and R(ω2), and calculates 
R∆=  R(ω2)RT(ω1). Since there is assumed 
to be no PDL, R and R∆ are treated as pure 
rotation matrices, meaning RT=R-1, so, un-
der this assumption, R∆ is equivalent to Γ 
from the JME case. The difference is that 
R∆ is a 3×3 matrix in Stokes space and Γ is 
a 2×2 Jones matrix. If R∆ is a pure rotation 

Figure 8. General diagram of experimental setup 
for JME, MMM, and PSA measurement tech-
niques. 
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matrix, the precession angle θ of the output 
polarization state will be given by  

 ),1Tr(
2
1)cos( −= ∆Rθ  ( 8 ) 

where TrR∆ is the trace of R∆; the PSP (ro-
tation axis) can be found as the eigenvector 
of R∆ that corresponds to an eigenvalue of 1 
[17]. This is detailed in [13]. 
 
PSA Technique: The differences between 
the JME and PSA techniques occur only in 
the data analysis. Not only can the same 
experimental setup be used, but the same 
measurement procedure can be followed. 
The PSA technique works with derivatives 
of the measured Stokes vectors rather than 
the polarization transfer matrix. For linear-
polarization launch states at approximately 
0°, 45°, and 90°, the corresponding output 
polarization states are measured at two 
closely spaced wavelengths. Vector prod-
ucts of these three states are used to form 
four output Stokes vectors h, q, c, and c´, 
such that the finite change due to wave-
length of each, ∆h, ∆q, ∆c, and ∆c´, gives 
the DGD [14, 15] 
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  ( 9 ) 
PSA also allows calculation of the PSP us-
ing the same four vectors.  
 
PA, SOP, and PS: Various other polarimet-
ric measurement techniques with similari-
ties to JME, PSA, and MMM are some-
times mentioned. But their names generally 
come up under the topic of “Other meas-
urement techniques”. These techniques, 
Poincaré Arc (PA), State of Polarization 
(SOP) and Poincaré Sphere (PS) are often 
mentioned without literature references and 
so, it is difficult to define a measurement 
procedure to associate with each name. A 
good generalization would be to use these 
somewhat generic titles to refer to tech-
niques that measure the DGD by measuring 
∆S/∆ω only. This requires the assumption 
that, 

 .
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This is true when S(ω) lies on a great circle, 
and occurs when an input polarization state 
is launched so that both PSP are equally 
illuminated. This condition is difficult to 
maintain in a mode coupled device such as 
a long fiber, but is possible in non-mode-
coupled components. As an example, a 
∆τ = 1 ps device would have an arc of ~ 45° 
for a wavelength change of 1 nm. 

Fixed Analyzer: A simple, but different ap-
proach for a polarimetric measurement 
technique in the frequency domain is the 
Fixed Analyzer (FA) method [18]. It is 
sometimes called Wavelength Scanning. 
The FA technique measures mean DGD 
based on Equation (6), but indirectly. Fig-
ure 9 illustrates the basic setup. Light 
transmitted through a polarizer - test device 
- polarizer setup is detected as a function of 
wavelength. This can be done either with a 
tunable laser and detector combination or 
with a broadband source and an optical 
spectrum analyzer (or monochromator). As 
the output polarization vector S moves 
around on the sphere, the intensity I(ω) 
transmitted through the output polarizer of 
Figure 9 is proportional to the quantity 
1+sin(θ)sin(ϕ)cos(Φ), where Φ is the angle 
between Ω and Stokes vector describing the 
axis of the output polarizer, and ϕ is the 
angle between S and Ω (Figure 7), and is 
independent of ω for non-mode-coupled 
devices. For non-mode-coupled devices, 
θ(ω) depends approximately linearly on ω 
and contains all of the optical frequency 
dependence of I(ω), and so we can estimate 
dθ/dω (and thus average DGD 〈∆τ〉) by 
merely counting the number of extrema 
(peaks and valleys) in the sinusoidal I(ω) 
curve over a given optical frequency range. 
That is,  
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Figure 9. Diagram of fixed analyzer setup. 
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where the brackets indicate the average 
DGD measured over the frequency range 
from ωa to ωb, k is a mode-coupling con-
stant (equal to 1 for non-mode-coupled de-
vices), Ne is the number of peaks and val-
leys measured over the frequency range 
from ωa to ωb. The right-most expression in 
Equation (11) is merely the same expres-
sion in terms of wavelength instead of opti-
cal frequency. 

If we consider the case of a mode-coupled 
device, the situation becomes more compli-
cated in that dθ/dω can depend strongly on 
ω, and Ω can also have a second-order de-
pendence ω (Ω is still independent of ω to 
first order). This means that I(ω) no longer 
has a simple sinusoidal dependence but be-
haves in a quasi-random way as shown in 
Figure 10. Fortunately, the mean DGD can 
still be estimated by counting peaks and 
valleys in the I(ω) spectrum. In this case, 
the coupling factor k becomes 0.805. k 
comes from a Monte Carlo simulation and 
allows an accurate estimate of mean DGD 
when the device is strongly mode-coupled 
[19]. 
 
Evaluating the mean DGD from I(ω) is 
straightforward for a non-mode-coupled 
device since it merely involves counting 
peaks and valleys of a sinusoidal signal. 
However, in the case of mode-coupled de-
vices, it can become difficult to distinguish 
peaks and valleys from intensity noise. Of-
ten a “thresholding” algorithm is used to 
ignore peaks and valleys whose extent is 
less than some defined fraction of the full-
scale excursion of I(ω). This practice will 
incur a bias due to ignoring some fraction 
of real peaks and can easily give ~10 % 

errors. This problem is discussed and a 
lookup-table correction factor is suggested 
to reduce this bias in [19]. FA measure-
ments on mode-coupled devices can also be 
biased by sampling too coarsely (causing 
small peaks to be missed, thus underesti-
mating the mean DGD). In order to suffi-
ciently sample I(ω), a device of nominal 
mean DGD 〈∆τ〉 should be measured with 
at least 2〈∆τ〉∆ω frequency points for a 
measurement spectrum of ∆ω [19].  
 
An alternative evaluation of the FA spectral 
data is often used. Rather than calculating 
〈∆τ〉 from a dθ/dω estimate based on count-
ing peaks and valleys, the I(ω) spectrum 
can be Fourier-transformed into the time 
domain. The result is a “delay histogram” 
very similar to that which would be seen for 
a low-coherence interferometric measure-
ment with the same source spectrum as 
used in the FA measurement (windowing is 
often used to optimize the results). The 
mean DGD can then be evaluated in the 
time domain by the same means as with 
low-coherence interferometry [20]. 

RF Phase Shift: The final technique to be 
discussed resembles the time-of-flight 
measurement. Figure 11 illustrates a typical 
setup. A tunable laser is intensity modu-
lated at a frequency ranging from several 
tens of MHz to a few GHz. The modulated 
light passes through a polarization control-
ler and then the test device and is then de-
tected. The phase of the detected signal is 
compared to the phase of the modulator as 
the polarization state of the light is 
changed. The arrival phase ϕRF is related to 
the time of flight through the device, so that 
as the input polarization state is changed, 
the maximum and minimum phase meas-

Figure 10. Typical spectrum from fixed analyzer 
measurement of non-mode-coupled device. 

Figure 11. Generic diagram of experimental 
setup for RF phase shift measurement system. 
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ured ϕRF,max and ϕRF,min can be used to find 
the maximum and minimum polarization-
dependent propagation delays through the 
device. Their difference gives the Differen-
tial Group Delay through the test device, 

 ,
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where phases are given in degrees and fmod 
is the RF modulation frequency [21]. The 
down side of this intuitive approach is that 
it requires many phase measurements while 
the polarization state is randomly varied to 
find the maximum and minimum. This ap-
proach is improved by algorithms that al-
low ∆τ to be obtained by measuring the RF 
phase at just four known polarization states 
(launched at points orthogonal to each other 
on the Poincaré sphere). Two such imple-
mentations are the Modulation Phase Shift 
(MPS) technique [22] and Polarization-
dependent Signal Delay (PSD) method 
[23]. The PSD technique offers the advan-
tage of calculating both the DGD and the 
PSP. RF phase shift is a promising tech-
nique in that it allows narrowband meas-
urements whose spectral width is due to 
only the RF modulation frequency. 
 
The classification of the RF phase shift 
techniques as frequency-domain is some-
what ambiguous. The distinction between 
the time and frequency domains relies on 
the coherence length of the optical source, 
but in principle, the MPS and PSD tech-
niques will work with either a spectrally 
narrow laser source or a broadband source. 
The choice to include RF techniques in the 
frequency domain is therefore based on the 
coherence time of the RF modulation. 
 
V. Experimental Setup Details 
Inherent Lead PMD: When making a PMD 
measurement, it is important that there be 
no stray PMD in the measurement system 
or the fiber leads. The leads connecting the 
measurement system to the device being 
tested can have inherent birefringence (due 
to asymmetries or stresses from the manu-
facturing process), which leads to PMD. 
The DGD due to these stresses will be a 
few femtoseconds for lead lengths of a few 
meters. Selecting low-PMD leads and using 

the shortest lengths possible will minimize 
errors due to lead birefringence. 
 
Bend-induced PMD in Leads: Even low- 
PMD leads can exhibit significant PMD 
under bending, which causes a stress-
induced birefringence. This bend-
birefringence increases like r -2, where r is 
the radius of the fiber bend [24]. Extending 
this to DGD, we find the bend-induced 
DGD goes like 1/r. Measurements should 
be made with the fiber leads as short and 
straight as possible. 
 
Once lead PMD has been minimized, it is 
best to measure the remaining PMD of the 
measurement system by removing the test 
device, connecting the leads together and 
measuring the “system DGD.” Since PMD 
is a vector quantity, the device PMD and 
the system PMD will not simply add as sca-
lars, but as vectors. The combined PMD 
will depend on the relative orientations be-
tween the PSP axis within the leads and the 
PSP axis of the test device. In other words, 
the final measurement cannot be corrected 
by simply subtracting the measured value 
for system DGD. The best solution is to 
measure the device several times with the 
leads re-oriented in between each meas-
urement (avoiding small bend radii). The 
average of these multiple measurements 
will give the best estimate of the device 
DGD. This final value will still have effects 
due to system birefringence; but, they can 
be documented by including the system 
DGD in the uncertainty statement for the 
device. 
 
Stabilizing the Measurement: Care should 
be taken before the measurement to stabi-
lize both the measurement system and the 
test device against temperature changes or 
movement. Even fiber leads having only a 
small amount of DGD can have a big effect 
on measurement noise if they are moving 
during the measurement. This is particu-
larly important for the polarimetric meas-
urement techniques, which measure the 
output polarization state of the light in order 
to determine the DGD. A moving fiber lead 
can change the output polarization state 
significantly, which results in a DGD error 



proportional to the total DGD being meas-
ured (not just the DGD of the leads). Simi-
larly, for MPS and PSD techniques, where 
the measured DGD comes from 4 meas-
urements separated in time from each other, 
moving fiber leads can cause errors propor-
tional to the total DGD. In the case of low-
coherence interferometry, the polarization 
state is not directly measured, and the light 
propagating down different polarization 
states of the test device is detected simulta-
neously, so there is much less effect from 
moving fiber leads. In general, for all 
measurements, it is best it is best to secure 
the fiber leads against motion during meas-
urements. 
 
Temperature should also be kept stable dur-
ing a measurement − even for devices with 
relatively a low temperature dependence of 
their DGD. The reason for this is the same 
as with the moving fiber leads. A change in 
temperature of the device will change the 
birefringence slightly, causing the polariza-
tion state to change with time, which pro-
duces a DGD noise proportional to the total 
DGD of the measurement. This can be seen 
in Figure 12, where a simple quartz plate 
element was measured as the temperature 
went from room temperature to ~40 °C in 
about 30 minutes. From the graph, it is 
clear that when the temperature is held con-
stant, there is little difference between the 
measured DGD at room temperature and 
the elevated temperature (we measured a 
temperature coefficient of approximately 
0.08 fs/°C). However, during the transition 
between room temperature and the elevated 
temperature, the DGD varied significantly. 
This illustrates the importance of a stable 
temperature environment for the measure-
ment. It is best if devices can be held at a 
constant temperature or at least insulated to 
cause any temperature changes to occur 
slowly. Again, it is expected that this effect 
on the DGD will be greater for frequency 
domain measurements and less for interfer-
ometric measurements. 
 
Multipath Interference: When multiple re-
flections occur within the measurement 
path, a cavity is set up where a fraction of 

the light passing through the cavity receives 
extra delay. This will show up on an inter-
ferometric measurement and be indistin-
guishable from DGD. This will also show 
up as a ripple on FA spectra (in the absence 
of source normalization) that could be mis-
taken for higher DGD values. In the rest of 
the frequency-domain measurements, the 
measured DGD will be affected by multiple 
reflections only if the cavity contains DGD. 
In that case, the DGD spectrum will have a 
ripple whose amplitude is dependent on the 
amount of DGD within the cavity and the 
strength of the reflections. The period of 
these multiple-reflection-induced ripples 
will come from the cavity spacing. When 
there is DGD in the cavity, there will be 
two spacings − one associated with the fast 
PSP and the other with the slow PSP. These 
two closely spaced periodicities will result 
in a beat note in the ripple with a period 
corresponding to the DGD in the cavity. 

 
VI. Spectral Efficiency 
An important figure of merit for a given 
PMD measurement technique comes from 
the DGD-bandwidth product. For all meas-
urements, there is a trade-off between the 
spectral bandwidth in which the measure-
ment is made and the DGD resolution 
achievable. We define a “Bandwidth Effi-
ciency Factor” α that relates the DGD-
bandwidth product to the achievable signal 
to noise ratio (SNR) as 
 ,SNR ωτα ∆∆≤  ( 13 ) 
where ∆τ is the DGD of the device and ∆ω 
is the frequency spectrum used by the 
measurement. This relationship illustrates 
that for a given measurement, the SNR can 

Figure 12. Measured DGD versus time for a 
quartz plate as the temperature is changed. 
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be improved by increasing the measurement 
bandwidth. Or, given a measurement sys-
tem with a fixed measurement bandwidth 
requirement, the SNR is better when meas-
uring large DGDs. α is dependent on the 
particular measurement technique and often 
on the quality of the equipment. It is useful 
for comparison purposes to identify “typi-
cal” values of α for the different tech-
niques. 
 
For the FA technique (extremum counting), 
α is limited by the fact that for a determina-
tion of 〈∆τ〉 to be made, at least two ex-
trema must be present in the measurement 
spectrum. From Equation (11), this means 
that the minimum DGD-bandwidth product 
will be 〈∆τ〉∆ω = π, giving an SNR of 1, so 
α=1/π. This value could be improved by the 
use of a different evaluation technique 
(such as analyzing multiple level crossings 
as opposed to only peaks and valleys [25]). 
In the case of the FA technique evaluated 
with the Fourier transform, or equivalently 
a low-coherence interferometric measure-
ment, the DGD resolution is limited by the 
coherence time Tc of the broadband source. 
For a Gaussian source spectrum, Tc ≈ 4/∆ω 
[7]. If the DGD resolution is limited by Tc, 
then we have a SNR of 1 when 
∆τ∆ω=Tc∆ω=4, giving α = 1/4 for low co-
herence interferometry (or a Fourier trans-
form evaluation of an FA technique with a 
Gaussian source). Polarimetric techniques 
will generally have their bandwidth effi-
ciency limited by noise in the polarization-
sensitive detection. Since ∆θ/∆ω is used as 
the measure of DGD, the noise on the ∆θ 
measurement and the noise on the ∆ω 
measurement both affect α. If a wavelength 
meter is used in the measurement, uncer-
tainty on ∆ω will be small, and the effective 
noise associated with the angular change in 
the output polarization state δ∆θ will domi-
nate (for small values of ∆τ). So, SNR can 
be estimated to be ∆θ/δ∆θ=∆τ∆ω/δ∆θ. 
Comparing with Equation (13) yields α = 
1/δ∆θ. For comparison purposes, achiev-
able values of α for a JME technique can be 
~250. Finally, for the RF-based techniques 
of MPS and PSD, the measurement band-

width is determined by the modulation fre-
quency, and the measurement noise is fun-
damentally limited by the phase resolution 
∆ϕ of the phase-sensitive detector (lock-in 
amplifier, vector voltmeter, or network ana-
lyzer). Defining the DGD resolution as the 
time delay corresponding to the phase reso-
lution, we find the bandwidth efficiency 
factor for RF phase-shift-based techniques 
to be 

 ,
4

360

degϕπ
α

∆
°

=  ( 14 ) 

where ∆ϕdeg is in degrees. For an achievable 
0.02° phase resolution, this gives a value of 
α=1432. 
 
The bandwidth efficiency factor is useful in 
the measurement of narrowband compo-
nents where measurement precision is 
needed in a small spectral bandwidth. α can 
be used to estimate the achievable resolu-
tion given the available bandwidth. For ex-
ample, if a measurement technique with an 
α of 250 is used to measure the nominally 
0.1 ps DGD of a filter with a usable band-
width of 50 GHz, the best achievable sig-
nal-to-noise ratio (SNR) can be found as 
follows. The 50 GHz bandwidth allows a 
maximum frequency step size of ∆ω=2π·50 
GHz = 3x1011 rad/s, and using Equation 
(13) with ∆τ = 0.1 predicts a maximum 
SNR of 7.5 or 13 % noise. 
 
VII. Wavelength Step Size 
If spectral resolution and available band-
width are not limiting factors, it is attractive 
to use a larger frequency step size in the 
measurement to improve the DGD resolu-
tion. Since most frequency-domain meas-
urement systems can easily vary the spec-
tral resolution, it is important to be aware of 
the tradeoffs. For polarimetric techniques, 
which determine DGD through measure-
ment of ∆θ/∆ω, it is important to note that 
∆θ is known only to within a factor of 2π, 
and the determination of ∆θ/∆ω can suffer 
from ambiguities such as aliasing if ∆θ is 
greater than π for the given frequency step 
∆ω. This has implications in all the fre-
quency-domain measurement techniques 
and can be expressed as the requirement 



 ,πωτ ≤∆∆  ( 15 ) 
or, in terms of wavelength, measurements 
cannot be trusted unless  
 nm,ps4 ⋅≤∆∆ λτ  ( 16 ) 
where, for Equation (16), ∆τ is in units of 
picoseconds and ∆λ in nanometers and a 
nominal 1550 nm operating wavelength is 
assumed. In order to take into account 
variations in DGD with wavelength, ∆τ in 
Equations (14) and (15) should represent 
the maximum DGD over the measurement 
range (not just the average). The need to 
resolve changes in DGD requires a further 
increase in the spectral sampling density. 
As Figure 13 shows, sufficient points must 
be measured to resolve the variations in 
DGD with wavelength. Multiple simula-
tions on mode-coupled devices of various 
mean DGD values show that due to the 
presence of second-order effects (wave-
length-dependent DGD and PSP), the sam-
pling density must be higher than for non-
mode-coupled artifacts. Figure 13 shows 
that increased sample density gives a more 
accurate estimate of the mean DGD in a 
mode-coupled device. For example, to 
measure a mean DGD that is ~95 % of the 
true value, the sampling density must be 
such that 
 nm,ps5.1 ⋅≤∆∆ λτ  ( 17 ) 
(at 1550 nm), where again ∆τ is in picosec-
onds and ∆λ is in nanometers. This is a 
stricter requirement than the common ex-
pression in Equation (16). 

 
VIII. Conclusions 
In measuring PMD, the first choice to be 
made is deciding which measurement tech-

nique to use. Here, the various techniques 
have been described so as to illustrate their 
relative merits. Generally, decisions are 
made based on measurement time, spectral 
resolution, and what quantities are measur-
able. Once a measurement technique is cho-
sen, it is most important to understand the 
sources of measurement error (and mini-
mize them). The most significant of these 
have been described here. 
____________ 
This work of the U.S. government is not 
subject to U.S. copyright. 
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